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Since 1700, the global economy has gone through three radical transformations. We’re now in the middle of a Fourth Industrial Revolution (4IR)\(^1\). The internet has led to an explosion of technology, data, and information availability that will fundamentally change the way we live, work, and perhaps even think.

Various commentators have written about this transformation in different ways. Terms like the knowledge economy\(^2\), or quaternary sector\(^3\), are often used to describe the rapidly growing industries that are driving these changes. In his 2019 blog post, The concept and importance of knowledge supply chains\(^4\), Copyright Clearance Center’s Chief Technology Officer Babis Marmanis puts it differently, suggesting that the industrial age is coming to a close and is giving way to something new: the information age. Semantics aside, we can all agree that a sea change has occurred. As Marmanis writes:

**Knowledge is increasingly the main source of economic growth, more important than land, labor, capital, or other physical resources.**

In this white paper, we examine a series of interviews with nine individuals, all key stakeholders in 4IR, most of whom work in the pharmaceutical industry. From knowledge managers to information scientists to senior research scientists, each of them provides a unique perspective on the future of data, knowledge and information management.

The most important theme to emerge from these conversations is a recognition that integration of information across diverse sources is needed to address real-world research challenges. For example, if the leader of a drug discovery program wants to know everything about a drug, from its pharmacodynamics to which competitors are working on it, they might ask a colleague to bring together proprietary data generated from experiments inside the company, academic research articles, and competitive intelligence information from press releases and SEC filings. In most companies, that involves searching multiple databases, sometimes owned by different groups within the organization, followed by painstaking manual synthesis. This causes time pressure and the risk of missing connections between sources.
Job titles are evolving as business needs change

Many pharmaceutical companies have organizational silos that limit the integration of information. These silos tend to correspond to a traditional view of information and knowledge, defined by where it comes from and what form it is in. For example, implementation of electronic lab notebooks is overseen by a different department than subscriptions to research journals, even though both functions deal with the documentation of research findings.

While discussing these silos during interviews, some variation in terminology, job titles, and functions emerged, which reflects the speed at which information and knowledge disciplines are changing. Generally, knowledge managers are responsible for safeguarding and retaining information and know-how within a company. With a strong social aspect to their roles, they encourage tacit knowledge sharing and also have a role in preserving internal resources. In contrast, there is also a class of professionals, sometimes but not always called information managers, that have a more external focus; curating, selecting and assisting researchers with access to digital resources. Responsibility for resources like research data can lie with either one of the two, across both, or with neither.

There is also an increasing recognition of the importance of research data. As a result, information scientists, data scientists and bioinformaticians have become more common within companies. Sometimes these professionals are responsible for making data findable, accessible, interoperable and reusable (FAIR) (see The Future of Fair). These professionals can be attached to either the knowledge or information team and their functions can overlap with IT or with R&D.

This complexity of overlapping roles and functions poses a challenge when discussing modern knowledge and information management. Over time, convergence in these roles will be needed, but for now, we’ll use the term knowledge and information managers to refer to a broad spectrum of professionals that work to support staff with all the data, information, and knowledge they need to be most effective. During one interview, a consultant in the knowledge management sector put it this way:

“...what some people call KM [knowledge management], others call information management. To be honest, this is all just terminology. What matters is ‘Do people have access to the information they need when they need it?’"
Emerging challenges for the pharmaceutical and life science industries

According to the Pharma Intelligence R&D annual review⁶, the total number of drugs in the global R&D pipeline from pre-clinical development to regulatory approval hit more than sixteen thousand in 2019, an all-time high and an increase of nearly three-fold since 2001. Despite that increase, the same report tells us the number of drugs awaiting final approval or launch has actually declined over the last couple of years. While regulatory changes are having a positive effect on time to market⁵, attrition is rising. One study by Tufts Center for the Study of Drug Development found that the success rate for drugs between clinical trial and market launch halved between 2003 and 2013, down to 12%⁷. With such high attrition, it’s no surprise that the cost of drug development is rising rapidly. The same study put the aggregate global cost of R&D at $2.6 billion, up from $802 million in 2003.

Taken together, these numbers point to a lot more research, a lot more information, and a lot more data to manage and organize for the same or fewer new products in the market.

The explosion of information puts strain on legacy workflows

In a 4IR world, there are many sources of data and information. Looking only at the most traditional measure of societal research activity — the academic journal article — gives us a sense of increasing scale. According to the STM Association, about 2.4 million articles are published every year, doubling every 18 years⁸. Increased research spending and incentives for productivity in academia are key drivers of this trend. With 60% of federal research funding in the US directed towards the life sciences, it’s no wonder many researchers in the pharmaceutical industry are finding it hard to keep up to date and find relevant information.

Knowledge and information managers have been steadily increasing the number and types of sources they subscribe to or license over the last two or three decades. The professionals interviewed for this paper spoke about databases for chemical structures, clinical trials information, and drug reference sources. They also mentioned drug pipeline information, patents, drug approval packages, press releases, and even financial regulatory filings. Taken together, we have a continuum of sources telling us about every stage of the drug creation cycle, from basic science to competitive intelligence and market performance.

The number of information sources of interest will increase at an ever-faster rate, thanks to 4IR. We’re seeing more non-traditional sources of data such as wearables that monitor digital biomarkers⁹, open data repositories¹⁰, population data including genetics¹¹, and a host of other data from novel sources.
As these new, non-traditional sources proliferate and diversify, they will create novel and difficult to predict opportunities and challenges. There’s a particular challenge around integrating this data. An interviewee that works at the executive level in an information group at a pharmaceutical company said:

“...most pharma companies have bioinformaticians and information scientists... I think you’ll find that most companies are doing it [using non-traditional sources], and looking at more analytical ways of doing things, but it may be separate from the information group.”

Breaking down silos to prevent information overload

It’s tempting to look at this abundance of data and information and decry the inherent information overload.

Information scientists know information overload is a misnomer. The problem is a mismatch between the volume of information and the ability to process, curate, and filter it. Multiple databases represent information silos that must be searched independently. The problem is compounded by organizational silos that make it hard to find relevant information when needed.

Silos create a risk that researchers will miss vital information. During a conversation with a senior bench researcher, they shared their experiences requesting reports from the competitive intelligence group at a major pharmaceutical company.

As each new information type comes online, knowledge and information managers need to take a central role in defining new workflows to ingest and curate these data sources. Most importantly, they need to think about how these new data formats can be integrated without adding to workflow burdens for themselves or the researchers they support.

Information overload occurs when the amount of input to a system exceeds its processing capacity. Decision makers have fairly limited cognitive processing capacity. Consequently, when information overload occurs, it is likely that a reduction in decision quality will occur.”

Alvin Toffler
Future Shock (1970)
Overcoming this challenge and ensuring an organization is getting maximum benefit from its information investments requires an integrated approach to managing knowledge and information.

A good place to start is aggregated search, sometimes called metasearch. These solutions allow information and knowledge managers to search across different databases using a single search interface. For more advanced implementations with truly integrated search, connections between different content sources can be computationally identified so vital connections are not missed.

How does aggregated search work?

The goal of aggregated search is to provide integrated search across multiple, heterogeneous sources. There are broadly two technology approaches that have been used to achieve this; federated search and web-scale indexing, but those aren’t the only options.

Federated search

This approach passes the search query to multiple databases behind the scenes. Early versions used screen-scraping, which failed when a content provider changed their website. More recently web technologies like APIs have made this approach more robust.

<table>
<thead>
<tr>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compatible with a broader variety of information sources. Many proprietary content providers won’t allow content to be indexed.</td>
<td>Can be fragile under some circumstances.</td>
</tr>
<tr>
<td>Search speed is limited by content provider systems.</td>
<td></td>
</tr>
</tbody>
</table>

Web-scale indexing

The best-known web-scale indexing service is Google. This technique involves creating a database of all the content needed to be searched. The index is searched like the index of a book and linked back to the content.

<table>
<thead>
<tr>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fast and robust search creates a compelling user experience.</td>
<td>Not all sources can be indexed. Google, for example, can’t index content behind a paywall.</td>
</tr>
<tr>
<td>Computational techniques like indexed knowledge graphs can automatically surface connection between different sources.</td>
<td>Content needs to be regularly re-crawled to keep the index up to date.</td>
</tr>
</tbody>
</table>

A third way — fully aggregated search

Neither federated search nor web-scale indexing provides the perfect solution for a commercial knowledge and information management environment. A fully integrated approach can index content when possible and a knowledge graph of objects, concepts and connections can be created. Although the creation of real-time knowledge graphs is not computationally feasible, results that need to be retrieved in real time can be readily mapped onto a pre-existing graph. This hybrid approach can provide the best of both worlds.

“Sometimes I’ll receive a competitive intelligence report and it will not have a key piece of information that I know for a fact is true. I’ll send them an email to let them know and they apologize and add it. [The competitive intelligence group] have to compile information based on requests from any area and they don’t have time to deeply familiarize themselves with the topic.”
Changes in the knowledge and information landscape

According to PricewaterhouseCoopers (PwC), three out of the top ten R&D spenders are pharmaceutical companies. Pharma spends an average of 17% of its revenue on R&D, with larger pharmaceutical companies tending to spend more. This expenditure is for good reason: research, information, and data fuel innovation. At the same time, there is a need to make sure resources are being used efficiently.

Across all industries, workers spend more than 25% of their time looking for information. That’s more than one day of each employee’s working week. As discussed above, big sources of inefficiency are information silos which need to be broken down. To understand how, we need to look holistically at the types of information generated or acquired by organizations.

All information is valuable whether it comes from inside or outside of the organization

Some interviewees spoke about approaches their companies had taken to aggregating knowledge and information. A common theme was an almost unrealized distinction between the internal and the external. A leader of a drug discovery center for a major pharmaceutical company described her experiences like this:

“...say you’re repositioning a drug and want to know everything that’s been documented, you just put the molecule number in [to a search tool that we had]. There was a drop-down menu of all the things you could search. You could select all LNBs [lab notebooks], regulatory documents, all the clinical trials, but that was all internal data. The informatics people also set up another tool that was called […] and that brought in a lot of external data sources, so if you were looking at a target you could pull in things like microarray data...”
According to several of the people spoken to while researching this paper, over the last decade, there’s been a trend towards making the most of internally generated data. Digital lab notebooks are commonplace today and many companies have invested in data warehouses and internal repositories. As one leader in knowledge management that represents an industry association put it:

“One of the things that’s changed is that over the last few years, there’s been a focus on internal information. That’s been put into the data lake, which is part of the R&D information platform. Now the focus is starting to shift towards external data. How can we really look strategically at investments we make in external data?”

With the rise of open research and open data, external resources have become much more visible and available as a source of information. It’s therefore important to take a holistic approach that integrates both internal and external information sources. Only by maximizing the value that can be obtained from both, and through the synthesis of the two, can we make sure researchers can find everything they need and not miss those valuable connections to accelerate R&D.

The future of FAIR: Machine learning will take us beyond data integration

Data integration is increasingly important. The increase in momentum behind it mirrors a broader movement in science generally to make data findable, accessible, interoperable and reusable (FAIR).
FAIR data owes its origins to open science trends in academia[16]. The concept is gaining traction and has been expanded upon by commercial companies to include internally FAIR data as a guiding principle to ensure that all results are adequately documented. As a researcher that I spoke to said:

“…in our electronic lab notebook, the guidelines of how we’re supposed to keep records is that anybody with a similar skill set and equally qualified should be able to follow the steps and obtain the same results.”

The philosophy behind FAIR has deeper implications than good data stewardship and reproducibility. The concept of interoperability can extend beyond data and include any class of information object. As people are becoming increasingly skilled in making data consistent, it naturally becomes easier for machines to read it. As machines become increasingly better at reading natural language and unstructured data sources, automated processing of information becomes increasingly powerful. In the long term, these two approaches will converge and there will be no meaningful distinction between the way we handle data and documents. It will all just be information.

For the immediate future, knowledge and information managers should keep a close eye on semantic search approaches such as topic extraction and assertion mapping. While those approaches continue to mature, the use of curated taxonomies, full text, and fully aggregated search that cuts across databases of all kinds, literature, and document stores can significantly decrease the amount time spent searching for the right piece of information.

AI driven personalization accelerates discovery of the right information

Emerging AI technologies will play an increasingly important role in helping discover the most relevant information to any given question. At the cutting edge, some companies are using AI directly to design drug candidates[16].

For knowledge managers looking for more immediate solutions, personalized, contextualized search is both well developed and constantly improving as machine learning technologies advance. Using a truly aggregated search, connections between data and other content can be automatically identified. When cross-referenced to the search and usage patterns of the user, the algorithm can suggest or prioritize sources more relevant to the researcher.

Machine learning-based personalization has already made a huge impact in the fields of consumer retail and personalized healthcare by increasing relevance, so its widespread use in knowledge management will be a growing trend.
The one thing to know for your long-term strategy

There is a longer term need to rethink how the pharmaceutical industry deals with knowledge and information. To cope with the increasing need to synthesise across many sources, it’s vital to break down organizational silos that hinder the transfer and interoperability of knowledge and information. Research intensive organizations need to restructure to bring these functions together in order to rise to the challenges of 4IR and fully embrace its opportunities.
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